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ABSTRACT
Automatic Cognate Detection helps NLP tasks of Machine Trans-
lation, Information Retrieval, and Phylogenetics. Cognate words
are defined as word pairs across languages which exhibit partial
or full lexical similarity and mean the same (e.g., hund-hound in
German-English). In this paper, we use a Siamese Feed-forward neu-
ral network with word-embeddings to detect such word pairs. Our
experiments with various embedding dimensions show larger em-
bedding dimensions can only be used for large corpora sizes for this
task. On a dataset built using linked Indian Wordnets, our approach
beats the baseline approach with a significant margin (up to 71%)
with the best F-score of 0.85% on the Hindi-Gujarati language pair.

CCS CONCEPTS
• Computing methodologies → Information extraction; Natural
language processing; • Information systems → Information re-
trieval.
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1 INTRODUCTION
Automatic Cognate Detection helps the task of Machine Translation
[1], Information Retrieval [7] and Computational Phylogenetics [9].
Existing approaches to Automatic Cognate Detection consider only
the phonetic [6, 8] and orthographic information [4, 5] neglecting
the semantic information. In this paper, we propose the use of word
embeddings for detecting cognates. Further, we describe the use to
linked Wordnets as a dataset for building candidate cognate lists.

We build our word lists using the linked IndoWordnets [2] for
ten Indian langauges namely Hindi (Hi), Bengali (Bn), Gujarati
(Gu), Marathi (Ma), Punjabi (Pa), Sanskrit (Sa), Malayalam (Ml),
Tamil (Ta), Telugu (Te), Nepali (Ne). We compare words among
parallel synsets and store the words which exhibit partial or full
lexical similarity. Our word pair list sizes range from 656 (Hi-Ta) to
9472 (Hi-Gu). We obtain monolingual corpora from various sources
which ranges ~439K lines (Ta) to ~48124K lines (Hi).
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2 APPROACHES
In all our approaches, we report the results from performing 5-
fold cross-validation on WNData. We consider 70% of the data for
training, 20% for testing, and the remaining 10% as validation split.
The results are calculated over the test split. In the baseline lexical
similarity based approach (LSA), we use a weighted lexical simi-
larity to find out the lexical distance between the context of both
words (score1) and their respective contexts (i.e., bag of words based
score2). From each set of bag of words, we compute similarity scores
for every word from the source side with every word on the target
side and average them. The intuition for harnessing a siamese
feed forward network-based approach is that these networks per-
form a combined mapping of input vectors into a common target
space. These networks find a function such that a simple distance in
the target space approximates the “semantic” distance or distance
in the meaning, from the input space. In the input layer, we provide
the embeddings of a word pair. In the output layer, we use cosine
similarity and a sigmoid function to predict the class of the word-
pair. The network utilizes cross-entropy loss as its loss function. An
important contribution of our work is that we perform this classifica-
tion based on various embedding dimensions. We build embedding
models using the sub-word enriched fastText [3] approach. We show
reproducible results1 of our approach in Table 1.

LP
Baseline Approach Our Approach: Siamese Feed-forward Network (SFN)

LSA MEA (200 dim.) MEA (300 dim.) MEA (400 dim.)
P R F P R F P R F P R F

Hi - Bn 0.39 0.33 0.36 0.80 0.82 0.81 0.81 0.83 0.82 0.81 0.80 0.81
Hi - Mr 0.47 0.21 0.29 0.81 0.83 0.82 0.83 0.83 0.83 0.82 0.82 0.82
Hi - Gu 0.41 0.16 0.23 0.83 0.84 0.84 0.84 0.86 0.85 0.84 0.83 0.84
Hi - Pa 0.29 0.07 0.11 0.78 0.79 0.78 0.82 0.82 0.82 0.81 0.80 0.81
Hi - Ml 0.26 0.3 0.28 0.74 0.74 0.74 0.73 0.73 0.73 0.73 0.73 0.73
Hi - Te 0.2 0.14 0.16 0.73 0.70 0.71 0.70 0.70 0.70 0.70 0.69 0.69
Hi - Ta 0.24 0.17 0.20 0.71 0.71 0.71 0.70 0.70 0.70 0.69 0.70 0.70
Hi - Sa 0.41 0.17 0.24 0.82 0.83 0.82 0.81 0.85 0.83 0.81 0.81 0.81
Hi - Ne 0.42 0.18 0.25 0.78 0.80 0.79 0.78 0.77 0.77 0.78 0.77 0.77

Table 1: Results in terms of Precision (P), Recall (R) and F-
Score (F) for LSA vs. SFN for various dimension sizes.

3 CONCLUSION AND FUTURE WORK
In this paper, we successfully utilize monolingual word embeddings
and outperform approaches based on lexical similarity-based metrics.
We experiment with various embedding dimensions and show that
larger embedding dimensions can be used only when a large corpus
size is available to help reduce the ambiguity among the distribu-
tional similarity based sense clusters. We establish a use case for the
utilization of word embeddings for the detection of cognates among
Indian languages. In future, we would like to utilize cross-lingual
word embeddings to project the distribution of senses into a common
space to perform the task of cognate detection.

1http://www.cfilt.iitb.ac.in/cognateSiamese
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